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#whoami

- Co-Founder of Sudan NOG (sdnog.sd)
- Interconnection Manager at PCH
- outreach team for Quad9 (9.9.9.9)
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About PCH

Packet Clearing House (PCH) is the global intergovernmental treaty

organization responsible for providing operational support and

security to critical Internet infrastructure, including Internet exchange

points and the core of the DNS, since 1994,
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About PCH

* Providing DNS infrastructure for 2 root server administrators
* instance D - University of Maryland
 instance E - NASA
e about ~300 TLDs including 128 ccTLDs
e Quad9 recursive resolver:
o |Pv4:9.9.9.9
e |Pvb: 2620:fe::fe
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Anycast technology

* Anycast is a *network™ trick that is used to have the same |IP
address online at various locations, at the same time.

* Via BGP, the Internet’'s global routing system routes users to
the anycast node that is closest (topographically) to them.

* Anycast is a popular trick, especially with DNS.
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PCH’s Anycast Cloud (AS42)
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A day in PCH’s anycast network

DNS queries by protocol
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A day in PCH’s anycast network (ii)

DNS queries processed by global and rest of nodes
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A day in PCH’s anycast network (.za)

DNS queries by protocol
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A day in PCH’s anycast network (.za)
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Planning Anycast Nodes

* Considerations when planning for new sites
 PCH prefers to host infrastructure at IXPs
e Perform testing to measure performance
* Work closely with IX operator to obtain maximum outreach

* Limited resources make new deployments challenging

* Use of external (off-country) resolvers negates benefits of local
nodes.
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How to measure performance?

Simple experiment :

* Using RIPE atlas probes

* Trace-route to “valid destination”
* uUp and running
* the service is operating

* we "always” peer with the route server



Routing in AE

Connected to
ASN the IX PCH

60924 Q Q
3491 Q Q

https://atlas.ripe.net/measurements/47585423



AS60924

Hop ASN IP Address Reverse DNS RTT1 RTT?2 RTT3

1 60924 185.92.128.4 0.419ms 0.323ms 0.403 ms

2 60924 185.92.128.3 0.487 ms 0.454ms 0.282ms

3 185.1.8.14 , router.dxb.woodynet.net | 0.608 ms 0.459ms  0.297 ms

4 g 204.61.216.4 anyns.pch.net 0.572ms 0.354ms 0.842ms

Hop ASN IP Address Reverse DNS RTT1 RTT2 RTT3

1 3491 63.222.248.14 115 ms 1.085ms 1175 ms 6*:
2 3491 63.223.3474 HundredGEO0-3-0-1.br04.sin02.as3491.net 77945ms 77944 ms 77.977 ms

3 3491 63.223.3474 HundredGEO0-3-0-1.br04.sin02.as3491.net 77717 ms 77.832ms 77788 ms

4 38278 271112281 |42sgwequinixcom 1 77987ms 7797ms  77.974ms o a
5 42 204.61.216.4 anyns.pch.net 77752ms 77625ms 77.681ms

https://atlas.ripe.net/measurements/47585423
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Why!

* Networks don't peer at the IXP
* Mis-configurations
* Wrong AS-SET Filters
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Remember!

* peering_local_pref > transit_local_pref
* advertising more specifics to your transit hurts *you”
* Use modern tools to automate building filters from AS-SETs

e Connect more Atlas Probes and Anchors



‘every time you send a packet to
iNnternational destination that could be serve
locally, you are subsiding the internet eco-
system In that country ”
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Thanks for your attention

Sara Hassan
Packet Clearing House
sara@pch.net
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